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NERSC Overview
W ERSC

« Located in the hills next to University of California,
Berkeley campus

o close collaborations between university and NERSC
In computer science and computational science
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NERSC - Overview

 the Department of Energy, Office of Science,
supercomputer facility

 unclassified, open faclility; serving >2000 users in all
DOE mission relevant basic science disciplines

e 25th anniversary in 1999
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Computational Science at NERSC
W ERSC

* Analysis of the North American test flight data of BOOMERANG done
at NERSC

« MADCAP analysis package developed by J. Borrill at NERSC

» First indication that universe is flat, more detailed analysis of Antarctic
Flight data from 1998/99 to follow in 2000

» Analysis of future flight data (MAXIMA, PLANCK) are Petaflops
problems and beyond

» added completely new set of users to NERSC community
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“It’s hard to make predictions, especially about
the future.”

Yogi Berra
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“Technology does not drive change at all.
Technology merely enables change. It's our
collective cultural response to the options and
opportunities presented by technology that drives
change.”

Paul Saffo
Institute for the Future
Menlo Park, California
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Overview

L"‘I.
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* Retrospective: changes in the 1990s
e Extrapolation to the near future up to 2010
 The end of Moore’s Law in about 2020

 Beyond 2025
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Things That Did Not Happen
In the 1990s

1992 predictions (after Forest Baskett, SGI):
« TV and PC converge

 Interactive TV

* Video servers instead of video stores
« Apple/IBM/Motorola

* Intel makes a mistake

« MPPs go mainstream

L"I
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1990s: Technology AR sC

In the 1980’s there were fundamental changes in
microprocessor development (“killer micros™)

— dramatic increase in number of transistors
available per chip

— architectural advances including the use of
RISC ideas, pipelining and caches

— as aresult CPU performance has improved by
a factor of 1.5to 2.0 per year

Maturation in the late 80s

Full impact in the early 90s
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Moore’s First Law .

Millions of transistors per chip (ratio scale) Memory cost per bit in 1995 millicents (ratio scale)
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Microprocessors vs.
Vector Supercomputers (ca. 1994)  r vz
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TOPS500 List

 Published twice a year with the 500 most
powerful supercomputers in actual use

Ranked according to LINPACK R_max

Powerful tool to evaluate trends in HPC

Data available since 1993

For details see http://www.top500.org/

L"‘I.
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Top 500—CPU Technology ,
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Processor Design as Seen in the
TOP500

500 '——

Vector
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NERSC-1 Cray C90
Installed in Dec. 1991 AFERSC

e Cray C90 installed in
December 1991

e Ended contract with
CCC for a Cray-3

e Stable high-end production
platform for seven years
until 12/31/98
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NERSC-2 Cray T3E-900
Installed in 1996 AERSC

The 644 processor T3E-900 is one of the most powerful
unclassified supercomputers in the U.S.

e Eight out of twelve DOE Grand Challenge Projects
compute at NERSC

* 50% of the resource dedicated to GC projects
 About 100 other projects allocated on the NERSC T3E-900

* 1997 GAO report judged NERSC to have the best
MPP utilization (75%) —1999 utilization >90%

TE |
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NERSC-3 IBM SP3
Installed in 6/99

L"‘I.
E

 New contract with IBM announced in April 1999

 IBM was clearly the best value for the primary award

—provides the best absolute performance
—has lowest absolute cost

—provides the best price performance
—provides acceptable functionality

—qguarantees performance - low risk
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NERSC-3 IBM SP

 IBM selected to provide NERSC-3
(IBM SP3/RS 6000)

 Phase I:
June 1999 installation
— 608 processors
— 410 gigaflop peak performance
— Provides one teraflop NERSC
capability

 Phase Il:
December 2000 completion
— 2,432 processors
— 3.2 teraflop peak performance
— 4 teraflop total NERSC
capability
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HPC Systems at NERSC in the 90s APcrscC

NERSC-1 NERSC-2 NERSC-3
Cr & C90 Cr g T3E |BM SP-3
Ye a of Insta llation 1991 1996 1999
Number of 1® essors | 16 640 2048
P oc esor d&chnology | Custom EL Co m odity CMOS Co m odity CMOS
P ak System ePbr m | 16 Gfl @/s 580 Gfl @/s 3000 Gfl @/s
Ar bite tur e Shaed m emy Distr buted m enmy 128 nodeswith 16
parale v etor proc esor SM P
Syste m Fullyint grat Fullyint grat d Loosd yinteg ated
custo msyste m custo msyste mwith syste mwith
com nodity CP Uand com nodity sys en
m eno ¥ components
Syste mSoftwa e Vendor supplied, Vendor supplied, Vendor supplied,
r ady on deiv ey compl &d afte rnea ty | cont actua Ic o piete
3 yaesdeve bpm at in about 3y ars
F bor spa e 588 ft 360 ft 4000 ft
Pow e c asumption 500 kW 288 kW 1400 kW

I L AWRENMCE BERKELEY NATIONAL LABORATORY I
19



Impact of Technology Transitions AP s C

1994 — 1996 transition 1998 — 2000 transition
Economi dDriv er P ic epe for mrace 6 16-64 C RJ “swe éspot” for
com nodity proc esorsand SMP ethnology in the
m eno ¥ com m eir amarket plac e
Advantages of transition Highe rpe for mrace ad better | Highe rpe for mrace
pr cepe form ac e
Challeng sof tr asition 1) Appli aetionstransition to 1) Appli aetionstransition to
distr buted m eany, hi ea rhac & distributed
m esag gassing model m eno ¥ model (thre as+
(M P) MPI)
2) Mo ecom pex syste m 2) Newdev eopm at &o ts
softwar gscheduling , fo re viem oacompl &
che &point r eta ting) syste ns softwar e
3) Incrased ostof fa dities

Tabl €. Impact of thetwote tinology t ansitions of the 990s.
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Three Challenges APersc

 Applications that can tolerate an increase in
communication latency and parallelism as
well as a distributed, hierarchical memory
model need to be written

e System software for increasingly complex,
more difficult to manage, one-of-a-kind
systems will have to be developed anew

 Center management will be forced to take
creative new approaches to solve the space
and power requirements for the new systems
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Impact of Moore’s Law on HPC

W ERSC
il
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The Revolution of 1990s —
Major HPC Market Realignment APcrscC

Newcomers with CMOS and MPP technology (Intel,
TMC, KSR) gain mind share and market share

Cray, IBM, Convex go CMOS (T3D, SP 1/2, SPP 1000)
TMC, KSR go out of business; SGI's SMP success

HP buys Convex; Fujitsu, NEC introduce CMOS
vector machines

SGI buys Cray
TOP500 takeover by CMOS complete

Tera buys Cray Division from SGI and renames
itself Cray Inc.
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Top 500—Vendors

250 —
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M Intel
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] SGl
Il Cray
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6/93  11/93  6/96  11/96  6/95  11/95  6/96
Data | Cray | SGI IBM |Japan | TMC | Intel
6/93 205 0 0 105 56 44
11/93 | 200 0 16 103 70 48
6/96 161 25 15 101 79 73
11/96 | 146 58 32 70 70 67
6/95 125 120 72 63 37 47
11/95 | 92 123 116 62 31 34
6/96 104 113 106 83 29 25

I L AWRENMCE BERKELEY NATIONAL LABORATORY I
24




The Dead Supercomputer Society , Jersc

e See http://lwww.paralogos.com/DeadSuper/

e List of 42 dead companies or projects from 1975-today
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Since 1997: The New HPC Marketplace

W ERSC
!

All major US HPC companies are now vertically integrated (SGl,
IBM, HP, Sun, Compaq), with exception of Cray.

Almost all high-end procudcts are based onworkstation

technology.
26.300 2400 1.9
HPC Revenue
S 150,000
&
'E 100,000 + B Revenue
S 50000 | I m HPC
(]
3 []
4 0 : : N - :
N N R NI >
R A R
&
Company
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Since 1997:
The New HPC Marketplace

L"‘!
E

All major US HPC companies are now vertically integrated
(SGI, IBM, HP, Sun, Compaq), with exception of Cray.

Almost all high-end products are based on workstation technology.

HPC Revenue
aE:.r 150,000
E 100,000 T B Revenue
=
= 50000 T B HPC
5 0 : : . T — :
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b & & & o &
ré.:}.
Company
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Since 1997:
The New HPC Marketplace e rsc

All these companies are in the computer business.

HPC customers must get used to a new role: they are
no longer the center of attention.

Companies must have commitment to technology, and
understand the potential of technology leverage from
the high end, in order to remain in the HPC business.

Fortunately for us, the HPC users, they all do
understand that (for now).
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Since 1997:
The HPC Business Model AFERSC

New technology
enables better commercial products

Profitable commercial products
enable HPC R&D
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Summary on 1990s

W ERSC
« Moore’s Law predicted technology change for
HPC
« Major HPC trend of the 1990s was totally
predictable

« Technology change radically changed business
environment for HPC

« What was not predictable:
—rise of Internet, WWW
— impact of end of Cold War on HPC
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Overview

l"‘!

* Retrospective: changes in the 1990s
e Extrapolation to the near future up to 2010
« The end of Moore’s Law in about 2020

 Beyond 2025
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Moore's Law —
The Traditional (Linear) View

F v
W ERSC
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Reality Check
on Real Applications r

First complete application to
break the 1Tflop/s sustained
barrier in 1998.
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Performance Increases
INn the TOP500

Performance [GFlop/s]
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Analysis of TOP500 Data A/ErRSC
 Annual performance growth about a factor of 1.82

 Two factors contribute almost equally to the
annual total performance growth

e Processor number grows per year on the average
by a factor of 1.30 and the

* Processor performance grows by 1.40 compared
to 1.58 of Moore's Law

 For more details see paper by Dongarra, Meuer,
Simon, and Strohmaier in Parallel Computing (to
appear)
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Extrapolation to the Next Decade

Performance [GFlop/s]
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Analysis of TOP500 Extrapolation  r /=

Based on the extrapolation from these fits we predict:
e First 100~TFlop/s system by 2005

 About 1-2 years later than the ASCI
path forward plans.

* No system smaller then 1~TFlop/s should
be able to make the Top500

* First Petaflop system available around 2009

 Rapid changes in the technologies used in HPC
systems, therefore a projection for the
architecture/technology is difficult

e Continue to expect rapid cycles of re-definition
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2000-2005: Technology Options

e Clusters
— SMP nodes, with custom interconnect
— PCs, with commodity interconnect
— vector nodes (in Japan)

e Custom built supercomputers
— Cray SV-2
— IBM Blue Gene
— HTMT

e Other technology to influence HPC
— IRAM/PIM
— Computational and Data Grids

38
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10 - 100 Tflop/s Cluster of SMPs
W ERSC

 The first ones are already on order

— LLNL has 10 Tflop/s on order for 2000
— NERSC will have a 3 Tflop/s system in 2000

e Systems are large clusters

— SMP nodes in US
— Vector nodes in Japan

 Programming model:

— OpenMP and/or vectors to maximize node speed
— MPI for global communication
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e A Supercomputer is a "stretched" high-end server
— parallel system, built by assembling nodes that are conventional, modest size,
shared memory multiprocessor
— just put more of them together

100+ Tflop/30 TB
100

10+ Tflop/5 TB

M
Option White
3+ Tflop/2.5 TB

Option Blue
ASCI Blue Pacific -- LLNL

1,464 nodes; 5,856 CPUs
2.6 1B memory
"'95 '96 '97 '98 '99 ‘00 01 ‘02 ‘03 ° 80 TB disk
Accelerated Strategic Computing Initiative 3.3 TFlop/s demonstrated
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100 - 1000 Tflop/s Cluster of SMPs

1999-00

~10 TFLOP/s

Level of Parallelism
~5,000

Memory B/F
~1--2

Memory Latency

~100 cycles
Remote Latency
~1000's cycles

2003-04
~30 TFLOP/s

Level of Parallelism
~10,000

Memory B/F
~0.5-1

Local latency
~200 cycles

Remote latency
~100 X local

(IBM Roadmap)

2005-2006
~100 TFLOP/s

Level of Parallelism
~20,000
Memory BIF
~0.5--1

Local latency
~400 cycles

Remote latency
~10 X local

2008-2010
~1 PFLOP/s

Level of Parallelism
~40,000

Memory BIF
~0.5--1

Local latency
~ 800 cycles

Remote latency
~10 X local
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Global Earth Simulator AFE R s C

e 30 Tflop/s system in Japan
e completion 2002

e driven by climate and earthquake simulation requirements
* built by NEC

« CMOS vector nodes
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Global Earth Simulator Building

L"
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Earth Simulator

Crossbar Network (16GB/s x 2)

w 3G

E

Anthmetic Processor #7
Arithmetic Processor #0

E

Arithmetic Processor #0
Arthmetic Processor #1

A
E

Processor Node #0 Frocessor Mode #1 Processor Node #639
From / To
Crossbar Network
B by =
- H‘:U “}F
) ' -
s User { Work
Disks
glizl2lzlzl2lS B R
=5 =1 1= | B=0 | =01 R =2 D =
s = = = = = = 2322222339 % % %
= = = = = = = = = =
Shared memaory (MMU : 16GEB)
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Cray SV2 Overview: APcrscC

—Basic building block is a 50/100 GFLOPs node:

—4 x CPUs per node. IEEE. Design goal is 12.8 GFLOPs per CPU.
—8, 16 or 32 GB of coherent flat shared memory per CPU
—SSIto 1024 nodes: 50/100 TFLOPs, 32TB:

—100 GB/sec interconnect capacity to/from each node

—~1 microsecond latency anywhere in hypercube topology
—Targeted date of introduction, mid-2002.

—LC cabinets; Integral HEU (heat exchange unit)

—Up to 64 cabinets (4096 CPUs/50 TFLOPS) mesh topology
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Liquid-Cooled Cabinet — 64 CPUS v/

Incoming
Power Box

Air Coil

FC-72 Filters

/O Cables

L~

Cray Scalable Systems Update - Copyright Cray Inc, used by permission

Router
Modules

Node
Modules

Power
Supplies

Heat
Exchanger

FC-72 Gear
Pumps
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CMOS Petaflop/s Solution

Blue Gene

BU||d|ng cabinet

(8 boards) —t W |

Blue Gene - L = W

-
R, -

board
(64 chips)

1 Petaflop

chip .
. !
(32 processors) 8 16/ Teraflops

processor O 1,000,000 processors
r 32,768 chips
1 Gigaflop 512 boards

e IBM’s Blue Gene
* 64,000 32 Gflop/s PIM chips

(Bx8 cabinets)
.-

e Sustain O(107) ops/cycle to avoid Amdahl bottleneck
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Deep Blue Architecture

e A general purpose parallel computer +
custom accelerators for specific algorithm

= 30 node IBM SP system
— 480 accelerator chips

- Average system speed: 200 million chess
positions per second

! ' '/ I . . |
x100 -- xT000 a general — Deep Blue

Deep Thought 2

purpose system of S

similar complexity -
nything 4

Kaissa

1500
Chess 3.0

1000
1965 1970 1975 1980 1985 1990 1995 2000
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An Alternate Technology? ‘

1 THz | | N
e Single Flux Quantum (SFQ) HTS RSFQ (77)
e Operates at 4 Kelvin R e
100 GHz | — & -7 3oM A
= 3MJJ  0.4um
= 300K JJ 0.8um
10K JJ 1.5um
3.5um
10 GHz 0.05 um

1 GHz

0.07 um

0.10 um
0.12um E E

0.14 um

/
-

Inhography?

/

—

optical lithography

EL_';T ‘.:’l O m _ 2 1OQ-MHZ
1995

1998

2001 2004 2007 2010
Year

I L AWRENMCE BERKELEY HHTIDMAL LABORATORY I

49



M

Hybrid Technology,
ultithreaded Architecture

W= s

L-1 Frame Bufferé
512 MB :

Latencies
Intra-execution
pipeline
. 10 - 100 cycles

to CRAM
: 40 - 400 cycles

L-2 Frame Bufferé
128 GB :
CNET
Smart Shared L3 to SRAM
SRAM-PIM " - 400 - 1000 cycles
1TB ,
DRAM-PIM r M to DRAM
- : 10,000 - 40,000
T8 I cycles
: DRAM to HRAM
HRAM 1x108-4x108 cycles
Block 3/2 Storage
1PB :
........................................ Data IntenSIVe_Data FIOW
Driven
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HTMT Machine Room

h"
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WERSC

Tape Silo
Array
(400 Silos)
Cable Tray Assembly

220Volts

Hard Disk
Array
(40 cabinets)

Front End
Computer
Server

Console

3m

T

-

Fiber/Wire
Interconneq

Helium

Generator

WDM Source
Optical
Amplifiers

.mmmmmmmmmmmmm_
IIIIIII),

HTMT Cross-Section

4K
50 W

O
220Volts i

Nitrogen
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(20 cabinets)

YA YN\ NN\

Generator
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PC Clusters: Contributions of
Beowulf F

"

« An experiment in parallel computing systems

Established vision of low cost, high end computing

Demonstrated effectiveness of PC clusters for
some (not all) classes of applications

Provided networking software
Conveyed findings to broad community (great PR)

e Tutorials and book

e Design standard to rally
community!

« Standards beget:
books, trained people,
software ... virtuous cycle

Adapted from Gordon Bell, presentation at Salishan
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Linus’s Law: Linux Everywhere APersc

e Software is or should be free (Stallman)
« All source code is “open”
 Everyone is a tester

e Everything proceeds a lot faster when
everyone works on one code (HPC: nothing
gets done if resources are scattered)

« Anyone can support and market the code
for any price

e Zero cost software attracts users!
» All the developers write lots of code

 Prevents community from losing HPC
software (CM5, T3E)
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Open Source Will Change the Rules! v/

o Stage 1: (40s and 50s): every computer different,
every program unique

o Stage 2: (60s and 70s): software is unbundled from
hardware, commercial software companies arise

« Stage 3: (80s and 90s): mass market computers and
mass market software, the notions of software
copyright and privacy are born

o Stage 4: (2000 and beyond): software migrates to
the WWW, OSS communities provide high quality
software

I L AWRENMCE BERKELEY NATIONAL LABORATORY I
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Commercially Integrated Clusters
Are Already Happening

l"‘!
E

 Forecast Systems Lab procurement (Prime
contractor is High Performance Technologies Inc.,
subcontractor is Compaq)

e Los Lobos Cluster (IBM with University of New
Mexico)

I L AWRENMCE BERKELEY NATIONAL LABORATORY I
56



hkkp: ffenenes wired. comy) news ftechnology 0, 1252, 351 13,00, hkml

Linux Supercomputer Howls
by John Gartner and Mi

=00 a.m. Mar, 22, 2000 PST

The University of New Mexico and IBM are teaming up to build the
world's fastest Linux-based supercomputer.

Named "LoslLobos”, the new supercomputer is scheduled to be fully
operational by the summer.

CHNOLOGY Alfso:

nsored by

ast, The
dwidth to

nge everyvthing.
=5y 's Headlines

I pom, Mar, 22,

) PET

1%

ercomputer
vls

bit, Don't Run

SGI Sells a Piece of Its Heart
Caldera Set to Ride Linux Wave
Mews from the Linux front
Read more Technology news

LosLobos is a departure from the traditional
supercomputer set-up. It's built from 256 IBM Netfinity
servers.

The Netfinity servers are linked together using special
clustering software and high-speed networking
hardware, which causes the separate units to act as
one computer, delivering a processing speed of 375
gdigaflops, or 375 billion operations per second.



2000-2005: Market Issues 4

From vertical to horizontal companies—
the Compaqg model of High Performance Computing

sales mail order| retail
applications spftyware with| MPI applications software with MPI
Irix AlX 50laris | we=—pp Linux Solaris
Origin SP SPP HPC SGI | IBM | Compaq | HP Sun
MIPS PowerPC| [PA-RISC| |SPARC Intel lothers

SGI  IBM HP Sun
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Until 2010: Market Issues APersC

Business transition will be more fundamental than
previous technology transition.

Tremendous impact on HPC community —
no more business as usual (e.g., how do
we procure machines)

Extremely difficult to pick winner

Tumultuous transition may make it difficult for
boutique companies such as Cray, Inc. to survive

Open source is not just a PC cluster issue, it will be
Industry wide
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Until 2010: A New Parallel
Programming Methodology? - NOT 7 v/ g

The software challenge: overcoming the MPI barrier

 MPI created finally a standard for applications
development in the HPC community

o Standards are always a barrier to further
development

« The MPI standard is a least common
denominator building on mid-80s technology

Programming Model reflects hardware!

“I am not sure how I will program a Petaflops
machine, but | am sure that | will need MPI
somewhere”

LAaWRERNCE BERKELEY NATIONAL LABORATIRY
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New Economic Driver: IP on

Everything AERSC

Guide

'ﬂ Getting started

'9 Internal communication

E‘ External communication
------ o Food management

E Mews, radio and home security
@ Digital cook book

) Fag

) Press room

Source: Gordon Bell, Microsoft, Lecture at Salishan Corp.
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Enablers of Pervasive Technologies  r r =

 General accessibility through intuitive interfaces

e A supporting infrastructure, perceived valuable,
based on enduring standards

« MOSAIC browser and World Wide Web are
enablers of global information infrastructure

Source: Joel Birnbaum, HP, Lecture at APS Centennial, Atlanta, 1999
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Information Appliances AIERSC

» Are characterized by what they do

 Hide their own complexity

 Conform to a mental model of usage
» Are consistent and predictable
e Can be tailored

 Need not be portable

Source: Joel Birnbaum, HP, Lecture at APS Centennial, Atlanta, 1999
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Economic driver from below
WERSC

« Mass produced cheap processors will bring
microprocessor companies increased revenue

e system on a chip will happen soon
e that is what the buzz about Transmeta is about

|

N
8
L /

@

®
L

““‘lllll

‘t II......

Non-PC
devices and Internet
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“PCs at Inflection Point”,
Gordon Bell, 2000 PCS
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ISTORE Hardware Vision

W ERSC

System-on-a-chip enables computer, memory, without
significantly increasing size of disk

o-/ year target:

MicroDrive:1.7” x 1.4” x 0.2”
2006:; ?
1999: 340 MB, 5400 RPM,
5 MB/s, 15 ms seek
2006: 9 GB, 50 MB/s ? (1.6X/yr
capacity, 1.4X/yr BW)
Integrated IRAM processor
2X height
Connected via crossbar switch
growing like Moore’s law
16 Mbytes; ; 1.6 Gflops; 6.4 Gops d
10,000+ nodes in one rack! 100/board =
1TB; 0.16 Tf

LAWRENCE BERKELEY NATIONAL LABORATIORY I




Questions for 20107

L"‘I.
E

 What will the system-on- a-chip and IP-on-
everything-trend do to HPC?

 Imagine:

— engineering/scientific workstations deliver
100 Gflop/s, but ...

— the engineering/scientific market is marginal
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What am | willing to predict?

2010:

Petaflop (peak) supercomputer before 2010
We will use MPI on it
It will be built from commodity parts

| can’t make a prediction from which technology
(systems on a chip to “SMP servers” are possible)

The “grid” will have happened, because a killer
app made it commercially viable

An incredible tale like:

—Microsoft will be split into three companies; in 2004 the
Microsoft applications company buys the near bankrupt
Cray Inc.; $$ are spent in revamping the Tera MTA; the
company loses focus on its key applications; word
processing, spreadsheets etc. are provided by open
source competitors ...
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Overview

l"‘!‘
E

 Retrospective: changes in the 1990s
e Extrapolation to the near future up to 2010
« The end of Moore’s Law in about 2020

« Beyond 2025
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In the 2010s: Pervasive
Computational Modeling

l"‘!
E

Commodity consumer products
Example:
MOTOROLA, Pager Division, Boynton Beach, Florida
Applications: Radioss/Parallel Solids
ABAQUS Standard/Explicit
Alias - Render Industrial Designs
EFMASS, MDS, from H.P., MCSPICE

System: 8 CPU POWER CHALLENGE
2 GB Memory, 40GB Disk
Problem: Pager Case

- Battery Containment
- Electronics Integrity
- Display Life
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Towards Ubiquitous
Computational Modeling

L"I
E

1985 1990 1995
specialized hardware  specialized hardware commodity hardware
Cray X-MP Cray Y-MP POWER CHALLENGE XL
nuclear weapons lab. industrial company industrial company
unique control resource decentralized divisional
resource

unique multimillion $ expensive consumer mass consumer product
product product $1.99
(weapons impact) $10K (pager/cellular phone)
(car crash)
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Invention:
Design a New Drug

c©

I L AWRENCE BERKELEY MNATIONMAL LABORATORY I
71



Discovery
Efficient Compound Mixing

LaWRENCE BERKELEY MATIOMAL LABORATIORY I



Design:
Seat Frame Innovation r

LaWRENCE BERKELEY MATIOMAL LABORATIORY I
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Moore’'s Law

F F
4
Transistors per chip
10° p)
108 —

107 Pentium 80786

106

1970 1975 1980 1985 1990 1995 2000 2005 2010

Year

Source: Joel Birnbaum, HP, Lecture at APS Centennial, Atlanta, 1999
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Moore’s Second Law (Rock’s Law) ,

Cost of semiconductor factories in millions of 1995 dollars

10,000
~(ratio/scale) /
1,000 |-
- o
o
100 - °
C / ®
[ o
© /o/
10 ;/’
1 Source: Forbes Magazine
'66 74 ‘82 ‘90 ‘98

18
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Moore’s Second Law

l"‘I

Cost of Fab
$60B

$50B

$40B

360B

$20B

$10B

$0B
1992 1995 1998 2001 2004 2007 2010

Source: Joel Birnbaum, HP, Lecture at APS Centennial, A%ﬁt@,rlQQQ
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Scaling of Electronic Devices

Number of chip components
1018

Classical Age

1016

1014

1012

1010

108

106

104

10° . 1 1
10t 10° 1071 1072 1073
Feature size (microns)

Source: Joel Birnbaum, HP, Lecture at APS Centennial, Atlanta, 1999
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Vanishing Electrons

Electrons per device
104

L"

(4M)
10°
(1G) (Transistors per chip)
102 ) (4G)
(16G)

. [
10
100
10-1 ] I I I I I

1985 1990 1995 2000 2005 2010 2015 2020

Year
Source: Joel Birnbaum, HP, Lecture at APS Centennial, Atlanta, 1999
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Scaling of Electronic Devices ,

Number of chip components

1018 Ow

5 :
J IX

Quantum Age _@

29
Classical Age
1016

77°K

1014
o

OK
Quantum State Switch

E-T-—-fF-—--

1012

1010

108

Historical Trend1

10t 10° 107t 1072 1073
Feature size (microns)
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Computation Limit for
Nonreversible Logic APersc

« Assume a power dissipation of 1W
at room temperature

How many bit operations/second can be
performed by a nonreversible computer
executing Boolean logic?

v = P/KT In(2) = 3.5 x 10%° bit ops/sec
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Power Cost of Information Transfer? ,

L , \ 7
SR T CYNAAD P =nkgT %"2
& " LECTURES on

§ Conruration g

B * b ternman 8 kB = Boltzman constant

T =temperature
d

c = speed of light
Vv

n

= number of parallel
operations

= transmission distance

= operating frequency
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Rate of Nonreversible
Information Transfer

L"‘I.
E

« Assume a power dissipation of 1W
and a volume of 1cm?3

How many bits/second can be transferred?

V= \/ i = 1018 ops/sec

This is roughly the equivalent
of 10° Pentiums!
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Other Possibilities?

l"‘I

Molecular nanomechanics:
« DNA, mechanical, chemical, biological

Quantum cellular automata:

e Arrays of quantum dots

Molecular nanoelectronics:
 Chemically-synthesized circuits
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Will History Repeat Itself?

Technology engine

Disruptive technology

Fundamental research

Impact

W ERSC
1939 1999
Vacuum CMOS
tube FET
Solid state Quantum state
switch switch?
Purity of Size & shape of
materials materials
Demise of Demise of

vacuum tubes

semiconductors
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Thinking About 2025

e Extrapolation
« “Reading the Clearing” (Denning)
e Scenario Planning

e Science Fiction and Wishful Thinking

l"‘!
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Extrapolation: The Long Boom APcrscC

* Peter Schwartz and Peter Leyden, Wired, July 1997
 Global economic boom of unprecedented scale

e Continued sustained economic growth

« Managing ecological problems
 Globalization and openness

* Five waves of technology
(computers, telecommunication,
biotech, nanotechnology,
alternative energy)
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Reading the Clearing: J. Coates,
The Highly Probable Future circa 2025 A= RS C

8.4 B, English speaking, personally tagged & identified, prosthetic
assisted and/or mutant, tense people who have access & control
of their medical records

« Everything will be smart, responsive to environment.
—Sensing of everything... challenge for science & engineering!
— Fast broadband network
—Smart appliances & Al
—Tele-all: shop, vote, meet, work, etc.
—Robots do everything, but there may be conflict with labor...

A “managed”, physical and man-made world
—Reliable weather reports

—“Many natural disasters e.g. floods, earthquakes,
will be mitigated, controlled or prevented”

 No surprises. We can see 10 years, but not 20!

Source: Gordon Bell and J. Coates, Futurist, Vol. 84, 1994
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Scenario Planning: Air Force 2025

l"‘!

Gulliver's Travails: -
2015 ‘ ‘
ICrossroa Digital CEI[:D[]hB‘[IjF- &

o I."

(Glokal i

American

Worldview
(Domestic) Halfs and

alf-Haughts
nETr‘EIHEE:[_r .-_3|{ing Khan \

ek g World Power, Grid
(E u:uner|t|a'l'1j| (Concertrated) [Dizpers

=7 4, Zaibatsu
TRy

Fipme ES-1. Siratepi Flaming Spae
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Science Fiction
and Wishful Thinking

l"‘!

* R. Kurzweil, The Art of Spiritual Machines

 Bill Joy, Why the Future Does Not Need Us,
Wired March 2000

WFHIE SSEFITERS FECT RN
HiAH INTELLFEERCT

THE AGE OF
SPIRITUAL

MACHINES
1
HAY KURZWEIL
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The Exponential Growth
of Computing, 1900-2100 .

$1,000 OF COMPUTING BUYS
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Megabytes-per-MIPS
mmm. . e m"i i
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Adapted from Moravec, Progress in Robotics: An Acclerated Rerun Of Natural History?
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Science Fiction
and Wishful Thinking A= RS C

* The meme of “powerful computers controlling the
future of mankind” has been with us for about a
decade

WFHIE SSEFITERS FECT RN
HiAH INTELLFEERCT

THE AGE (F

SPIRITUAL . )
MACHINES ok
B / gt b,

HAYT KUESLWEIL

—
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Why | don’t share this vision

 Fundamental lack of mathematical models for
cognitive processes

— that’s why we are not using the most powerful
computers today for cognitive tasks

o Complexity limits
—we don’t even know yet how to model turbulence,
how then do we model thought

e past experience: people bring technology into their
lives, not vice versa

— the slow rate of change of human behavior and
processes will work against this change
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Moore's Law —
The Exponential View

l"‘!

Exponential
Growth > Order of magnitude
change
>

Today Today + 3 years
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Moore’s Wall —
The Real (Exponential) View A= RS C
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What am | willing to predict?
W ERSC

2025:
e Moore’s Law for semiconductors will have ended
e Thereis room for areplacement technology

 Robots and intelligent machines won’t eat our
lunch
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